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Abstract. In contrast to existing complex methodologies commonly
employed for distilling knowledge from a teacher to a student, the pro-
posed method showcases the efficacy of a simple yet powerful method for
utilizing refined feature maps to transfer attention. The proposed method
has proven to be effective in distilling rich information, outperforming ex-
isting methods in semantic segmentation as a dense prediction task. The
proposed Attention-guided Feature Distillation (AttnFD) method, em-
ploys the Convolutional Block Attention Module (CBAM), which refines
feature maps by taking into account both channel-specific and spatial
information content. By only using the Mean Squared Error (MSE) loss
function between the refined feature maps of the teacher and the student,
AttnFD demonstrates outstanding performance in semantic segmenta-
tion, achieving state-of-the-art results in terms of mean Intersection over
Union (mIoU) on the PascalVoc 2012 and Cityscapes datasets. The Code
is available at https://github.com/AmirMansurian/AttnFD.

Keywords: Semantic Segmentation - Kowledge Distillation - Convolu-
tional Attention.

1 Introduction

Semantic segmentation is a highly important and challenging task in computer
vision. It has become an integral component in various applications; such as
autonomous driving, video surveillance, and scene parsing. Its goal is to per-
form dense prediction by assigning a specific class label to each pixel in the
image. Semantic segmentation has witnessed significant advancements through
the use of deep neural networks, led by Fully Convolutional Network (FCN) [27].
Other methods have consistently improved the segmentation accuracy by build-
ing on FCN. They achieve this by employing strategies such as designing deeper
architectures to increase the capacity of FCN [49], incorporating stronger back-
bones [14], and hierarchical image context processing [9]. Increasing the com-
plexity is effective in improving the accuracy of semantic segmentation, yet it
has become a rising concern in resource-limited environments; such as mobile
and edge devices.

* Authors contributed equally to this work.
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Fig. 1: Visualization of original images (top row), raw feature maps (middle row), and
refined feature maps (bottom row). Channel and spatial attention is applied to raw
feature maps, emphasizing on the important regions and reducing background noise.

In recent years, many studies have focused on designing lightweight models
with lower computational costs that are suitable for real-world applications. For
example, they achieve efficiency through making the complex backbone networks
lighter by reducing the number of convolutional layers or completely replacing
the backbone with a simpler model. Among these methods, the Kowledge Dis-
tillation (KD) has proven to be an effective strategy for optimizing the balance
between accuracy and efficiency in deep neural networks. This technique distills
useful information, such as pixel-wise relations, from a larger (teacher) network
and leverages this knowledge to supervise the training of a lighter (student) net-
work. While pixel-wise KD is beneficial for image classification, it faces challenges
in enhancing semantic segmentation task due to its limited ability in capturing
contextual correlation among pixels.

As research progresses, there has been a shift towards feature-based dis-
tillation and aligning intermediate feature maps between teacher and student
networks. To achieve this, many methodologies have proposed complex loss func-
tions to enhance knowledge distillation, since replicating feature maps with sim-
ple distance measures had limitations. While these methods are effective, recent
studies [26,44,47] suggest that transforming student feature maps through novel
modules while retaining basic loss functions can lead to simpler networks with
improved performance.

The attention mechanism is designed to mimic the way humans view a visual
scene. In fact, instead of processing the complete image at once, humans tend to
select areas with important information to pay more attention to (by ignoring
other parts of the image). Given attention’s capability to aggregate long-range
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contextual semantic information, its integration into feature-based KD holds
promise for significant impact. Despite its potential, this approach has currently
remained largely unexplored.

Unlike previous works, which either define complex losses to consider pairwise
relations or rely on raw features, this study leverages the attention mechanism
in CBAM [40]. This mechanism incorporates both channel and spatial informa-
tion to produce refined features, which are then distilled from the teacher to the
student. Figure 1 illustrates the distinction between raw and refined features.
As depicted in this figure, the refined feature highlights important regions of the
image and reduces background noise, making it a strong candidate with signifi-
cant potential for distillation. This is because it compels the student network to
mimic the important regions emphasized by the teacher.

A summary of the main contributions of this work includes:

— Proposing a straightforward and effective attention-based feature distillation
method for semantic segmentation. By leveraging raw feature maps from
both teacher and student networks, the channel and spatial attention are
used to generate refined feature maps for distillation, introducing a novel
approach to KD by employing this module.

— Surpassing existing approaches in KD for semantic segmentation. The pro-
posed attention-guided feature distillation method significantly enhances the
state-of-the-art performance of the compact model across widely-used bench-
mark datasets.

2 Related Work

A literature review of state-of-the-art studies relevant to the proposed method is
presented in this section. It contains discussions on KD and attention mechanism.

2.1 Knowledge Distillation

Knowledge distillation is used to address the trade-off between the accuracy
of large models and the efficiency of more compact ones, across deep neural
networks. This balance is obtained by training a small and light student model,
supervised by the knowledge distilled from a more complex teacher network.
Numerous approaches grounded in KD have significantly enhanced the accuracy
of lightweight networks across diverse tasks; including image classification [2, 3,
34,45,46], object detection [5,30,36,42], and face recognition [8,16,20].
Initially introduced in [12], the concept of KD is to minimize the Kullback-
Leibler Divergence between probability maps of the teacher and the student.
Subsequently, various paradigms emerged. Fitnet [35] extracts and aligns feature
maps from the hidden layers of a network. In [47] the student undergoes training
to emulate the corresponding intermediate attention map from the teacher. The
work in [17] aims to capture and distill the underlying correlation between an
activated feature map and selected neuron patterns through the use of the Gram
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Matrix [10]. An Lo loss function is defined in [19] to transfer knowledge based
on the feature vector distilled from the teacher network. The RKD [33] involves
extracting distance and angle-based correlations between feature maps. The work
in [34] presents a framework to balance the correlation and instance compatibility
between samples. The [48] provides the student model with a softer sample
distribution through a mixture of input samples. On the other hand, certain
studies attempt to improve the KD through various tricks, such as employing an
adaptive cross-entropy loss function [32], reducing the duration of distillation’s
impact [28,50], or pruning features before the distillation process [31].

Knowledge Distillation for Semantic Segmentation Pixel-wise KD is not
sufficient for semantic segmentation tasks, since they require a higher level of
information about the spatial structure of the scene. The work in [41] suggests
aligning the 8-neighbor boundaries of the student with those of the teacher. The
SKDS [25] uses adverserial training and proposes pair-wise KD between chan-
nels from each feature map of the network. [39] employs adversarial training and
uses intra-class feature variation instead of pairwise distillation. Also, further
pairwise distillation methods have been proposed at various levels, including
instance-level [37], class-level 7], and channel-level [22,32]. More recently, addi-
tional forms of relationships have been considered. The DIST [15] addresses the
challenges of employing a stronger teacher by focusing on inter-class and intra-
class correlations. The CIRKD [43] extracts relations across images to capture a
better global knowledge about pixel dependencies. The BPKD [23] uses separate
distillation loss functions for body and edge to improve edge differentiation.

Although these methods have proven to be effective, their novel ways of
defining and distilling the knowledge usually result in complex models that re-
quire prior knowledge and careful feature extraction processes. As a result, some
studies have gravitated towards designing modules to transform features and
extract rich information from them. The proposed method in MGD [44] involves
masking random pixels of the student’s feature and training it to replicate the
feature of the teacher. Some recent works have also showcased improved per-
formance by using the raw features directly or through simple transformations.
The MLP [26] achieves this by aligning features across their channel dimension,
using a simple channel-wise transformation. The LAD [24] demonstrates that
using the MSE loss between raw features of the teacher and the student can
significantly improve the performance.

2.2 Attention Mechanism

The attention mechanism is used in computer vision to help imitate the selective
attention humans pay to areas of an image when processing a scene. This mecha-
nism allows models to extract local context information from an image more ac-
curately while reducing the computational cost. [18,29,38]. Some methods, such
as SE-NET [13] and SGE-NET [21], calculate attention at the inter-channel level.
The CBAM [40] demonstrates that obtaining attention across multiple dimen-
sions yields higher accuracy and proposes a strategy to utilize spatial attention
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alongside channel-wise attention. In the context of KD, [1]| utilizes an atten-
tion mechanism by incorporating the concept from [9] and employing spatial
self-attention for the distillation process.

In this work, we employ the CBAM attention mechanism to refine raw fea-
tures, as it adaptively performs the spatial and channel attention. To the best
of our knowledge, this is the first instance of utilizing both channel and spatial
attention for the purpose of knowledge distillation.
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Fig. 2: Overview of proposed Attention-guided feature distillation. [II denotes the
convolution and refinement procedure for student feature maps.]

3 Proposed Method

In this section the formulation of the proposed Attention-guided feature dis-
tillation is presented. An overview of the proposed method is shown in Figure
2.

Let A € Re*%*" be an intermediate feature map obtained from the student
or the teacher network with spatial and channel dimensions of h x w and c,
respectively. At different stages in the network, two attention modules aggre-
gate spatial and channel descriptors Mg(A) € R*"*w Mo (A) € RE*1X1 of an
intermediate feature. These spatial and channel attention descriptors are then
multiplied by the original feature map A to create new rich context feature maps
A" and A", introducing inter-class and inter-spatial information into the original
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feature map. The overall formulation of feature refinement is given by
A =Mc(A)® A (1)
A" =Ms(C)®C (2)
where ® is the element-wise multiplication. During multiplication, spatial atten-
tion maps are broadcasted along the channels, and channel attention maps are

broadcasted along the spatial dimensions. The methodology of the channel and
spatial attention modules can be seen in Figure 3 and Figure 4, respectively.
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Fig. 3: Overview of Channel Attention Module (CAM) . It applies average-pooling and
max-pooling operators along the channel dimension. Resulting outputs are then passed
through a shared Multi-Layer Perceptron (MLP) and fed into a sigmoid activation
function to generate the channel attention map Mc.
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3.1 Channel Attention Module

The Channel Attention Module (CAM), shown in Figure 3, aggregates spatial
information by applying the max-pooling and average-pooling operators to an
intermediate feature map A. These operations produce context descriptors, are
then processed by a multi-layer perceptron to generate a channel attention map
M (A). This map highlights the meaningful regions of the image while obscuring
regions that are irrelevant to the segmentation task, such as the background. The
channel-aware descriptors for an intermediate feature map A are defined by
Me(A) = o(Wi(Wo(AGy,)) + Wi (Wo(Af)) (3)

avg max

where A, € R and A, € R are the feature maps generated by
applying the average-pooling and max-pooling operators to the intermediate
feature map A € Re*"x®_ The W, and W, are the weights of the shared MLP
between the two pooled feature maps. The W is followed by a ReLU activation

function, and o denotes the sigmoid function.

3.2 Spatial Attention Module

The Spatial Attention Module (SAM), shown in Figure 4, operates fairly similar
to CAM. Spatial information of an intermediate feature map A € R*"*% are
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Fig. 4: Overview of Spatial Attention Module. Max-pooling and average-pooling op-
erators are utilized to generate feature descriptors. These descriptors are subsequently
fed into a convolution layer and a sigmoid activation function, resulting in spatial at-
tention map Ms.

aggregated by using the max and average pooling operators to generate two
different spatial context descriptors Afvg € RIXxw and AS € RIXM>w Then,

max
the spatial context descriptors for the feature map A are calculated as

Ms(A) = o (77 ([Adg Amax))) (4)

where f7*7 represents a 7 x 7 convolution kernel. Using the newly acquired

features, the proposed loss is calculated as

1 N
LAttn = N ;

77 - 77 (5)
I As; I 1 Az
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where A;j and A;j represent the j’th intermediate context-rich feature map for
the student and teacher network, respectively. Each feature map is normalized
along its channels before calculating the difference matrix.

The overall loss function is then a weighted sum of Log and L 444y, given by

Lattnrp = Log + oL agtn (6)

where « is a weight coefficient which is fine-tuned as described in 4.2. in this
context, the well-known cross-entropy loss function, Lo g, is employed as the seg-
mentation loss between the predictions of the student network and the ground-
truth labels.

4 Experimental Results

4.1 Datasets and Evaluation Metrics

Experiments have been conducted on two popular datasets for semantic segmen-
tation. The Cityscapes [4] dataset, tailored for understanding urban scenes,
includes 2,975 training, 500 validation, and 1,525 testing images, meticulously
annotated. It covers 30 classes, with evaluation concentrating on 19. The Pas-
calVOC [6] dataset comprises 1,464 labeled training images, 1,449 validation
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images, and 1,456 testing images, encompassing 21 foreground object categories
alongside a background class.

Evaluation Metrics As per the standard, segmentation performance is eval-
uated using the mloU and pixel accuracy, averaged over three runs for fair
comparison. The model size is indicated by the reported number of network
parameters.

4.2 Implementation Details

Network Architecture To ensure impartial assessment, the experiments em-
ploy identical teacher and student networks as described in [22]. The teacher
network is consistently applied across all experiments is Deeplab V3+ with
ResNet101 serving as the backbone. Various backbones, such as ResNet18 and
MobileNetv2, are utilized for the student network within the Deeplab V3-+ seg-
mentation.

Training Details Both the Pascal dataset and the Cityscapes dataset utilize
similar configurations for training the student networks. For the Pascal dataset, a
batch size of 6 and a total of 120 epochs are employed, whereas for the Cityscapes
dataset, a batch size of 4 and a total of 50 epochs are utilized. The Stochastic
Gradient Descent (SGD) optimizer is employed with an initial learning rate set
to 0.007 for Pascal and 0.01 for Cityscapes. The learning rate adjustment is per-
formed based on the cosine annealing scheduler. Before the training phase, each
image undergoes preprocessing, including random scaling between 0.5 to 2 times
its original size, horizontal random flipping, and random cropping to dimensions
of 513 x 513 pixels for Pascal and 512 x 1024 for Cityscapes. The backbones
of both the teacher and student networks utilize pre-trained weights from the
ImageNet dataset, while the segmentation parts are initialized randomly. The
sole hyperparameter of the method described in equation 6 was fine-tuned by
experimenting with various values. It was established as o = 1 for the Pascal
dataset and o = 10 for the Cityscapes dataset. During inference, performance
is assessed on original inputs at a single scale. Instead of utilizing raw feature
maps, Pre-ReLU feature maps are employed, as suggested in [11], to retain neg-
ative values for applying attention module. The implementation is in PyTorch
framework, with all networks trained on a single NVIDIA GeForce RTX 3090
GPU.

It is important to highlight that any inconsistency in the size of features
between the teacher and the student is addressed through the inclusion of a
convolutional layer. Additionally, the parameters of the teacher and its attention
module are trained and then frozen during the training of the student.

4.3 Results

Extensive experiments were conducted to assess the performance of the proposed
AttnFD. It was compared against several existing distillation methods; namely,
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Table 1: Performance comparison of AttnFD with other distillation methods for two
different backbones on Pascal VOC 2012 Validation set.

Method mloU(%) Params(M)
Teacher: Deeplab-V3 + (ResNet-101) 77.85 59.3
Studentl: Deeplab-V3 + (ResNet-18) 67.50 16.6
Student2: Deeplab-V3 + (MobileNet-V2) 63.92 5.9
Studentl + KD 69.13 £ 0.11 16.6
Studentl + AT 68.95 + 0.26 16.6
Studentl + SP 69.04 £+ 0.10 16.6
Studentl + ICKD 69.13 + 0.17 16.6
Studentl + Overhaul 70.67 + 0.25 16.6
Studentl + DistKD 69.84 £+ 0.11 16.6
Studentl + CIRKD 71.02 £ 0.11 16.6
Studentl + LAD 71.42 + 0.09 16.6
Studentl + AttnFD (ours) 73.09 + 0.06 16.6
Student2 + KD 66.39 + 0.21 5.9
Student2 + AT 66.27 + 0.17 5.9
Student2 + SP 66.32 + 0.05 5.9
Student2 + ICKD 67.01 + 0.10 5.9
Student2 + Overhaul 67.91 £ 0.15 5.9
Student2 + DistKD 67.62 + 0.22 5.9
Student2 + CIRKD 69.02 + 0.16 5.9
Student2 + LAD 68.63 + 0.07 5.9
Student2 + AttnFD (ours) 70.38 + 0.16 5.9

KD [12], AT [47], SP [37], ICKD [22], Overhaul [11], CIRKD [43], DistKD [15],
and LAD [24]. Each of the aforementioned methods underwent testing across
all backbone, encoder, and decoder features, as well as final output maps, to
determine the optimal results.

PascalVoc. Initially, the outcomes of the proposed method are compared with
those of the aforementioned methods on the PascalVoc dataset. As illustrated in
Table 1, AttnFD demonstrates notable performance enhancement for the model
without distillation, achieving a 5.59% increase when employing ResNet18 as
the student backbone, and a 6.46% improvement with MobileNet as the student
backbone. Moreover, our method surpasses the top-performing existing methods
by a significant margin. Specifically, it outperforms LAD by 1.67% with ResNet18
as the student backbone and enhances CIRKD by 1.36% with MobileNet as
the student backbone, positioning it as the second-best method. Qualitative
comparisons based on ResNet18 are depicted in Figure 5.

Cityscapes. The proposed method underwent evaluation on the Cityscapes
dataset alongside existing methods. Quantitative results presented in Table 2
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Fig. 5: Some qualitative comparisons on the PascalVoc validation split.

indicate that AttnFD enhances the performance of ResNetl8 and MobileNet
students by 8.95% and 7.75%, respectively. Notably, compared to DistKD and
LAD, the second-best methods, AttnFD surpasses them by 1.23% and 0.96% re-
spectively in terms of mIoU. Additionally, it demonstrates great improvements
in pixel accuracy, enhancing DistKD and LAD by 2.08% and 1.1%, respectively.
The qualitative comparisons utilizing ResNet18 with DistKD validate the effi-
cacy of the proposed method, as depicted in Figure 6.

Image ‘W/O Distillation DistKD AttnFD (ours) GT

Fig. 6: Enhancements in visual quality on Cityscapes validation set.

4.4 Ablation Study

To further affirm the effectiveness of the proposed method, ablation studies were
conducted. Since the method focuses on minimizing the MSE loss between the
refined feature maps of the teacher and students, we explored the impact of these
feature maps across different layers of the network. Table 3 presents the results
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Table 2: Quantitative results on Cityscapes Validation set.

Method mloU(%) Accuracy (%)
Teacher: ResNet101 77.66 84.05

Student 1: ResNet18 64.09 74.8

Student 2: MobileNet v2 63.05 73.38

Student 1 + KD 65.21 (+1.12) 76.32 (+1.74)
Student 1 + AT 65.29 (+1.20) 76.27 (+1.69)
Student 1 + SP 65.64 (+1.55) 76.90 (+2.05)
Student 1 + ICKD 66.98 (+2.89) 77.48 (-+2.90)
Student 1 + Overhaul 70.31 (+6.22)  80.10 (+5.3)
Student 1 + CIRKD 70.49 (+6.40) 79.99 (+5.19)
Student 1 + DistKD 71.81 (+7.72) 80.73 (+5.93)

Student 1 + LAD

71.37 (+7.28)

80.93 (+6.13)

Student 1 + AttnFD (ours) 73.04 (48.95) 83.01 (+8.21)

Student 2 + KD

64.03 (+0.98)

75.34 (+1.96)

Student 2 + AT 63.72 (10.67) 74.79 (11.41)
Student 2 + SP 64.22 (+1.17)  75.28 (+1.90)
Student 2 + ICKD 65.55 (12.50) 76.48 (+3.10)
Student 2 + Overhaul 69.71 (+6.66) 79.15 (+5.77)
Student 2 + CIRKD 69.34 (+6.39) 78.66 (+5.28)
Student 2 + DistKD 69.53 (16.48) 79.10 (15.72)
Student 2 + LAD 69.84 (+6.79) 80.49 (17.11)

Student 2 + AttnEFD (ours) 70.80 (+7.75) 81.59(+8.15)

for three distinct feature maps: "Backbone," which denotes low-level features
acquired by the network’s backbone, "Encoder," representing features obtained
from the last layer of the encoder, and "Decoder," indicating the feature map
just before the final convolutional layer of the network. As evidenced by the
results, all these features contribute to improved performance, as observed for
both ResNet1l8 and MobileNet backbones on the PascalVoc dataset. Notably,
the features from the Decoder exhibit more pronounced improvements compared
to those from the Encoder, and both surpass the features from the Backbone.
This is attributed to the richer, more detailed information contained in the
network’s final layers. When combined, all three features collectively achieve
the best performance.

Figure 7 illustrates the per-class mloU comparison between AttnFD and
LAD on the PascalVoc dataset, utilizing ResNet18 for the student. As depicted,
AttnFD performs roughly on par or slightly better than LAD, with notable
performance improvements in specific classes, such as bicycle (+10.1), sheep
(+5.96), bird (+4.85), and chair (+4.1).

In a similar vein, Figure 8 presents a comparison on the Cityscapes dataset
between AttnFD and DistKD (also using ResNetl8 as the student). AttnFD
demonstrates significantly superior performance in classes like train (+12.91) and
bus (42.82). The top row of Figure 6 corroborates this, highlighting DistKD’s
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Table 3: An ablation analysis conducted on PascalVOC dataset, examining the influ-
ence of distilling refined feature maps across various layers of the network.

Method Backbone Encoder Decoder val mIoU(%) wval Accuracy(%)
Teacher:ResNet101 77.85 -
Student1:ResNet18 n/a n/a n/a 67.50 76.49
Student1:ResNet18 v 70.25 (12.75) 78.88 (12.39)
Student1:ResNet18 v 72.31 (+4.81) 81.48 (+4.99)
Student1:ResNet18 v 7247 (+4.97) 82.13 (+5.64)
Student1:ResNet18 v v 72.58 (15.08) 8171 (+5.22)
Student1:ResNet18 v v 7282 (+5.32) 81.87 (+5.38)
Student1:ResNet18 v v 7292 (+5.42) 82.68 (+6.19)
Student1:ResNet18 v v v 73.09 (15.59) 82.95 (16.46)
Student2:MbileNet-V2  n/a n/a n/a 63.92 73.98
Student2:MbileNet-V2 v 66.68 (+2.76) 77.01 (+3.03)
Student2:MbileNet-V2 v 68.91 (14.99) 79.60 (+5.62)
Student2:MbileNet-V2 v 69.55 (+5.63) 78.50 (+4.52)
Student2:MbileNet-V2 v v 69.17 (+5.25) 79.61 (+5.63)
Student2:MbileNet-V2 v v 69.46 (15.54) 78.65 (14.67)
Student2:MbileNet-V2 v v 69.96 (+6.04) 79.73 (+5.75)
Student2:MbileNet-V2 v v v' 70.38 (+6.46) 81.13 (+7.21)

misclassification of the bus as a train, a mistake rectified by AttnFD’s improved
performance. Moreover, AttnFD exhibits better segmentation of traffic lights and
traffic signs compared to DistKD. This improvement can be attributed to the
enhanced highlighting of tiny objects like traffic lights in the refined feature maps,
which aids the student in mimicking the teacher’s attention more effectively,
resulting in better segmentation of small objects.
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Fig. 7: Visual representation of the performance of proposed method in terms of per-
class mIoU using ResNet18 network on PascalVoc validation set.



Attention-guided Feature Distillation 13

mloU (%)
100—— [-LAD  DistKD——AttnFD]
9 i i i i
80
70
60
10 NN H\\ SN N T X S WO S T RPN S TN N
& & R g@\\ N ROSEECIS & F & SEIFSEIN & &8
M\f \Q\\x &QL ) g& cé”C\L <Y < X 3\‘0\ AN
RS x> < N

Fig. 8: Comparison of mloU per class among LAD, DistKD, and AttnFD on Cityscapes
validation set, employing a ResNet18 backbone for the student network.

4.5 Discussion

The proposed method incorporates an additional distillation loss alongside the
cross-entropy loss for segmentation. Unlike other existing methods that perform
multiple distillation losses, such as the KD loss, it only needs to fine-tune just
one hyperparameter. It is worth mentioning that despite our various attempts,
combining the proposed method with the KD loss not only did not yield any
enhancement in mIoU but it also slightly decreased it (-0.5%). This indicates
that the proposed loss function effectively distills crucial information from the
teacher’s refined feature maps to the student. Additionally, per-class mIoU re-
sults, shown in Figure 7, demonstrate that AttnFD consistently surpasses or
matches the performance of the KD method across all classes, indicating that
incorporating KD loss does not offer additional benefits. In contrast, the LAD
method exhibits inferior results compared to the KD method in specific classes
(like bicycle and aeroplane). This highlights the necessity of utilizing the KD
loss to enhance results for these particular classes in the LAD method.

Futheremore, experimentation with reducing the coefficient of our distillation
loss towards the end of training, which has been proven to be helpful in [28,50],
resulted in a minor decrease in performance. This suggests that the CBAM mod-
ule effectively learns to highlight crucial information for transfer to the student,
supported by Figure 1, which shows refined feature maps with reduced noise and
emphasized regions ready for distillation.

5 Conclusion

A novel method for semantic segmentation was introduced. Unlike existing ap-
proaches, which often focus on pairwise information or involve complex distil-
lation losses, the proposed method simplified the process by using raw features
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and applying channel and spatial attention through the convolutional block at-
tention module to refine feature maps. These refined features highlighted crucial
image regions and contained rich information for distillation purposes. Extensive
experiments on two benchmark datasets consistently demonstrated significant
performance improvements over models without distillation. Comparison with
the state-of-the-art methods further validated the effectiveness of the proposd

method.
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